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Abstract(
We are implementing a unified cognitive architecture for a mobile robot. Our goal is to endow a robot agent with the full range of cognitive abilities, including perception, use of natural language, learning and the ability to solve complex problems. The perspective of this work is that an architecture based on a unified theory of robot cognition has the best chance of attaining human-level performance. 

This agent architecture is based on an integration of three theories: a theory of cognition embodied in the Soar system, the RS formal model of sensorimotor activity and an algebraic theory of decomposition and reformulation. These three theories share a hierarchical structure that is the basis of their integration.

The three component theories of this architecture have been implemented and tested separately and their integration is currently underway. This paper describes these components and the overall architecture.
Introduction

The current generation of behavior-based robots is programmed directly for each task. The robot agents are written in a way that uses as few built-in cognitive assumptions as possible, and as much sensory information as possible, in a manner similar to Brooks, who proposed in the mid 1980’s an approach that emphasized fast, reactive actions and the absence of explicit models. The lack of cognitive assumptions gives them a certain robustness and generality in dealing with unstructured environments. However it is proving a challenge to extend the competence of such systems beyond navigation and some simple tasks [67]. Complex tasks that involve reasoning about spatial and temporal relationships require robots to possess more advanced mechanisms for planning, reasoning, learning and representation.

One approach to this issue is to equip a robot agent with a behavior-based “reactive” module coupled to a “deliberative” module that engages in cognitive reasoning – these are called hybrid reactive/deliberative systems [5]. Many such systems consist of a symbolic planner, or planner and scheduler, as the deliberative component. The planner formulates long-term and more abstract tasks, while the behavior-based system carries out the steps in the task in a robust fashion [5]. For example, Lyons et al. [55,56] describe a hybrid system based on the concept of iterative and forced relaxation of assumptions about the environment. The deliberative module generates and maintains a behavior-based system that is as robust as possible, given the tradeoff between the time available to the planner and any previously sensed assumption failures. The reactive system is implemented using the port-automata based RS model [57] and ITL [2] is used for the planning component. Action schemas in ITL are linked to pre-packaged RS automata networks. The planner reasons about instantiating and connecting networks to achieve its goals. As a plan is created, the planner incrementally transmits the instructions to the reactive component, which instantiates automata networks and begins the execution of the plan concurrently with the ongoing elaboration of the plan. These networks include monitoring automata whose job is to report back to the planner when components of the plan finish execution, or when sensed conditions change to such an extent that the plan is no longer valid. The system could then respond to the violation of assumptions about the environment by replanning, again concurrent with the ongoing automata execution, and upgrade components of the plan in a safe fashion. This hybrid approach endows a robot with a more sophisticated planning ability than either deliberative planning or reactive behavior provides alone; however, it does not address either learning or representation issues.

Our objective is to take this approach an important further step towards true cognitive behavior. A planner can only consider plans based on the action and sensing repertoire it possesses. In this sense, it is as dependent for robust behavior on its designer as is a behavior-based system. Furthermore, a second limitation is that the planner is constrained by the environment built in by its designer (or that it learned.) Each formulation makes certain results easy to obtain and makes others difficult. As a result of these two limitations, robots can usually do a few things very well, and everything else poorly.

This limitation is typical of planning systems and has led to research on systems that can autonomously expand or adapt their repertoire of planning components. Two such approaches are to add a learning capability so that the system can learn new plan components, or to add an ability to change formulations so that the system can transform a task into a much more easily solved form. Much research has added a learning module or a change of representation module to an existing planner in an attempt to construct a planner of greater power and generality. Typical examples of this line of research are [3,30,31,36,47,80]. Our approach is to add these capabilities to a planner by integrating it with a system with more general cognitive abilities.

We are engaged in the development of a deliberative module that is capable of carrying out experimental attempts to solve a task with the objective of discovering the underlying structure of the task. This structure consists of local symmetries and invariants that are present in the percepts and motions of the robot as well as in the environment. The agent uses this structure both to create new high-level sensors [35] and to reformulate knowledge so that the task becomes easier to solve. 
Our approach is to build a complete cognitive robotic architecture by merging RS [57,58], which provides a model for building and reasoning about sensory-motor schemas, with Soar [38], a cognitive architecture that is under development at a number of universities. RS possesses a sophisticated formal language for reasoning about networks of port automata and has been successfully applied to robot planning [56]. Soar is a unified cognitive architecture [66] that has been successfully applied to a wide range of tasks including tactical air warfare [71]. 
This cognitive robotic agent is currently being implemented and tested on Pioneer P2 robots (http://robots.activmedia.com/) in the Pace University Robotics Lab ( http://csis.pace.edu/robotlab ).

Operation

Our cognitive robot architecture operates in a top-down, goal-directed fashion, both for motor planning and sensory processing. A human gives a task to the robot via a spoken natural language utterance which is processed by the speech recognition system and subsequent linguistic processing. If necessary, a clarification dialogue unfolds between the robot and the human. The deliberative planning component generates an abstract plan, which it refines both before and during execution. Plans are represented as a hierarchy of schemas composed of sensory and motor components. Sensory processing is also goal-directed, operating in a goal-directed fashion to detect preconditions of plan components, monitor their invariants, and check on their postconditions. The vision is “active” in the sense of [23].

To support this approach, the representation of sensory data is also organized as a hierarchy in which the levels are of different granularities, with the coarsest granularity at the top of the hierarchy. For example, the visual input is organized in this way with the top level containing only the largest segments and lower levels adding smaller segments, in a manner similar to [83]. The robot generates this hierarchy beginning with the coarsest level and adds detail over time; this permits the robot to make decisions and to communicate with humans and other robots in an “anytime” fashion, using whatever information has been generated instead of waiting for the entire image to be completely processed. Active perception guides this process by focusing computation on certain portions of the image, to add detail that is necessary to check sensory goals and eliminate hypotheses.

Top-down processing is predictive in nature: it generates hypotheses about the world and checks them. The advantage of this approach is that it can be extremely fast because only a few aspects of the world need to be checked and much low-level data can be ignored. To be effective, this approach requires that the set of hypotheses be small, which further requires that the environment be decomposable into small units. For effective problem solving, these small units should be functionally related, which permits the problem solver to recognize the situation quickly in terms of what should be done. It is known that humans can solve hard problems by organizing their perceptions this way [27].

From this perspective, one of the main goals of the problem solver is to represent the world in terms of such small functional units. Our theory of decomposition is well suited to this purpose. 

Decomposition and Reformulation

The complexity of perception and action arises in part from the need for a robot to perceive and act simultaneously on several space and time scales, ranging from small scales of millimeters and milliseconds to large scales of kilometers and hours. Each of these scales seems to possess a complex structure, and each can potentially constrain any other. Yet a robot must perceive and act in real time. This topic has long been a central focus of work in artificial intelligence and robotics. Often, research into the analysis and synthesis of intelligent behavior has been hindered by the belief that complex behavior requires complex mechanisms that explicitly encode the behaviors. Recent work in dynamical systems theory suggests otherwise. 

The study of dynamical systems is a new field of mathematics with a very wide applicability throughout science. Very simply formulated dynamical systems can exhibit a wide range of complex behaviors that are not evident from their formulations. Even the simple pendulum turns out to possess chaotic behavior! This relationship between simple systems and complex behaviors poses a difficult hurdle, as sophisticated mathematics may be required to understand the behaviors of even very simply formulated nonlinear systems. However, artificial intelligence and robotics focus on the inverse problem: how to formulate a system that can express a given range of complex behaviors. Thus, for AI and robotics this relationship between simple systems and complex behaviors is attractive, as it holds the potential to greatly reduce the complexity of robotic systems by finding methods for building simply formulated systems that generate complex, intelligent behavior in a complex environment.

Our decomposition algorithm finds a task’s hierarchy of local neighborhoods, and reformulates the task in terms of local coordinate systems for these neighborhoods. The relevant properties for system formulation are those properties that hold locally everywhere within the neighborhoods. Simple programs can measure these local properties and maneuver within local neighborhoods. Under certain conditions, the local neighborhood structure becomes a substitution tiling [75]. In these cases, self-similarity of the neighborhoods permits the simple programs to be effective at several scales, creating a hierarchical structure that is simple and local at each scale, but capable of generating very complex global behaviors. Fortunately, substitution tilings appear to be ubiquitous in the physical world [75].

Local coordinate systems define the perceptual spaces for the robot. The axes in each coordinate system correspond to a set of features for describing the state space. Associated with the local symmetries of the local coordinate system are invariant subspaces of states (states on which particular combinations of features are invariant.) Motion in the state space decomposes into motion within invariant subspaces and motion normal to those subspaces. This decomposition reduces the complexity of motion planning, and also creates the goal for the perceptual system: the robot must perceive the visual symmetries and monitor the invariants of the motions. The features determined in this way are the semantic components that form the basis of communication.

Thus, this approach integrates perception, action and communication in a principled way by connecting their local symmetries and invariants. Our previous work into this structure has shown that it exists in motion, perception, communication and planning. For example, the motions of a robot on a small hexagonal grid can be computed and analyzed, and then copies of the small grid can be composed in such a way that the properties scale up [19, 20]. The structure of local neighborhoods replicates on larger scales. Features scale up, with features of the basic neighborhood appearing in larger neighborhoods at larger scales. By planning locally within neighborhoods of different scales, the robot can follow a very complex path without performing any complex planning; the complexity of the path reflects the complexity of the environment rather than the complexity of the planner [8].

Perception exhibits this self-similar structure, too. Barnsley [6] has shown that this self-similar structure exists in images and has developed fractal compression methods that are commercially viable competitors in the areas of image processing and communications. A number of research and commercial efforts are underway in this area, including those at the University of Waterloo, INRIA and Ecole Polytechnique de l'Universite de Montreal.

Natural language is another example of the interaction of top-down processing (overall discourse meaning, major syntactic and semantic structures) and bottom-up processing (word meaning, speech recognition). The algebraic basis of natural language and the use of local symmetries in its analysis are well understood [29,39,68].

Constraint satisfaction problems can also exhibit this self-similar structure [10]. One such problem is the tiling of the plane using Penrose tiles. The solutions of the Penrose tiling placement problem are typically found by combinatorial search, but Steinhardt [78] has shown that nine copies of the local pattern shown at left in (a) below can be replicated and overlapped to give the pattern in (c) at right. This larger pattern is self-similar to the original pattern using the substitution given in (b). Steinhardt shows that all Penrose tilings arise in this way, and thus Penrose tilings are locally everywhere isomorphic to the pattern in (a), at many scales.
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The implications of this structure for planning and problem solving are clear: instead of using combinatorial search in the space of possible solutions, a robot can search for a self-similar local neighborhood structure in the constraints of the task and the environment. When such a structure exists, the robot can exploit it to solve large, complex planning problems in an efficient hierarchical manner.

The Cognitive Architecture

Our robot cognitive architecture exhibits a hierarchy of sensory-motor modules in all facets of its operation, from abstract deliberative planning to real-time scheduling and reaction. As described above, all these modules are formulated in terms of symmetries and invariants. The implementation of this model is accomplished by integrating two existing systems: RS and Soar.

RS is a formal model of robot computation that is based on the semantics of networks of port automata. A port automaton (PA) is a finite-state automaton equipped with a set of synchronous communication ports [58]. Formally we can write a port automaton P as:
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RS introduces a vocabulary to specify networks of port automata. A network of processes is typically built to capture a specific robot sensorimotor skill or behavior: sensory processes linked to motor processes by data communication channels and sequenced using process composition operations.
RS process composition operations are similar to the well-known CSP algebraic process model of [74]. However, unlike CSP, in RS the notation can be seen as simply a shortcut for specifying automata; a process is a port automaton, and a process composition operation is two automata connected in a specific way. Composition operations include sequential, conditional and disabling compositions [57,58]. To analyze a network of processes, it is necessary to calculate how that network changes as time progresses and processes terminate and/or are created. This is the process-level equivalent of the PA transition function, combined with the axioms that define port-to-port communication. This Process Transition function can be used to analyze the behavior of RS networks [59].
Soar is a cognitive architecture originally developed at CMU and undergoing continuing development at a number of locations, including the University of Michigan and the Information Sciences Institute. Knowledge in Soar is represented as operators, which are organized into problem spaces. Each problem space contains the operators relevant to some aspect of the system's environment. In our system, some problem spaces contain operators describing the actions of the robot for particular tasks and subtasks; different coordinate systems (representations) are in different problem spaces. Other problem spaces contain operators governing the vision system, including operators about how to control the camera, operators for selecting software to process the visual data, and operators for the creation and modification of local coordinate systems in the visual data. The reformulation method is itself represented as operators in a problem space. Newly created coordinate systems are placed in new problem spaces.

The basic problem-solving mechanism in Soar is universal subgoaling: every time there is choice of two or more operators, Soar creates a subgoal of deciding which to select, and brings the entire knowledge of the system to bear on solving this subgoal by selecting a problem space and beginning to search. This search can encounter situations in which two or more operators can fire, which in turn causes subgoals to be created, etc. When an operator is successfully chosen, the corresponding subgoal has been solved and the entire solution process is summarized in a single rule, called a chunk, which contains the general conditions necessary for that operator to be chosen. This rule is added to the system's rule set, so that in similar future situations the search can be avoided. In this way, Soar learns.

The Soar publications extensively document how this learning method speeds up the system's response time in a manner that accurately models the speedup of human subjects on the same tasks.

Universal subgoaling reflects the self-similarity of problem solving. This is the main reason for the choice of Soar as the software for the deliberative component of the cognitive architecture - the self-similar structure of Soar's problem solving matches the self-similar structure of the environment. In addition, the Soar research community is implementing a wide range of aspects of cognition in Soar, including natural language [53,73], concept learning [62,82] and emotion [61].

The strengths of RS include its formal mechanism for combining sensing and motion, its ability to reason about time, its combination of deliberative planning and reactive behavior, and its real-time parallel scheduling and execution environment.

Its weaknesses are the lack of a mechanism for autonomous formation of sensors or actuators, and the lack of a model for implementation of cognitive abilities.

Soar provides an integrated cognitive model with a full range of cognitive abilities, including perception, deliberative planning, reaction, natural language, learning, and emotion. On the other hand, Soar lacks parallelism and a temporal mechanism, which severely hampers its usefulness in robotics. 

By integrating RS and Soar, we are creating an architecture that will:

· process a wide range of modes of perceptual input,

· provide a complete range of cognitive abilities, including language and learning,

· reason about time and resources,

· implement parallel, reactive behaviors, and

· learn new high-level sensors and behaviors.

The reactive component is specified and implemented in RS, and provides an execution environment for automata networks. The basic sensory system is always on and is hierarchical, shallow and bottom-up. The deliberative module can instantiate automata networks on demand, and can add networks to the sensory system that are task-specific, deep, and top-down.

The deliberative component is implemented in Soar. It receives information sent by the executing reactive network, and can instantiate or stop networks. Soar reasons about the automata networks that are used to represent the environment and the task, and generates abstract plans that are refined into automata networks, creating new networks as necessary. Soar’s learning mechanism can form new automata networks by chunking, as well as learn new plan components and learn search control knowledge to improve planning and reaction time.


Communication between humans and the robot will be assured by a natural language system 

implemented within the Soar cognitive modeling framework [43,44]. The system supports spoken human language input via an interface with Sphinx, a popular speech recognition engine [28,41]. Textual inputs representing best-guess transcriptions from the system will be pipelined whole utterances into the main natural language component.

The NL component processes each word individually and performs the following operations in order to understand the input text:

· lexical access (which retrieves morphological, syntactic, and semantic information for each word from its lexicon) [50,52]

· syntactic model construction (linking together pieces of an X-bar parse tree) [46] 

· semantic model construction (fusing together pieces of a lexical-conceptual structure) [51,73]

· discourse model construction (extracting global coherence from individual utterances) [34,35]

Each of these functions is performed either deliberately (by subgoaling and via the implementation of several types of lower-level operators) or by recognition (if chunks and pre-existing operators have already been acquired via the system's learning capability). Three types of structure resulting from the structure will be important for subsequent processing: the X-bar model of syntax, the LCS model of semantics, and the discourse model. The depth and breadth of the interface between these structures and the robot's incoming percepts and outgoing actions will be explored during the project.

The top-level language operators mentioned above can be sequenced in an agent's behavior with each other and with any other non-language task operators, providing a highly reactive, interruptible, interleavable real-time language capability [64]. In agent/human dialogues these properties are crucial [1,24].

As is typically implemented for human/robotic interaction, our system uses dialogue-based discourse interface between the robot and the NL component. The system's discourse processing involves aspects of input text comprehension (including referring to the prior results of syntax and semantics where necessary) and generation (i.e. the production of linguistic utterances). Both applications of discourse processing will involve planning and plan recognition, linguistic principles, real-world knowledge, and interaction management. The robotics domain will require a limited command vocabulary size of some 1500 words initially, and utterances will be comparatively straightforward. This will also improve the recognition rate of the speech engine and support more diverse interaction environments.

Possible communication modalities include [54]: (1) a command mode, or task specification, where the robot is capable of understanding imperative sentences and acting upon them (e.g. “Turn ninety-degrees to the left.” “Close the door.”) Other, more difficult types of utterances include (2) execution monitoring, where the robot takes instructions as part of a team, (3) explanation/error recovery to help the robot adapt and cooperate with changing plans, and (4) updating the environment representation to allow a user to aid the robot in maintaining a world model beyond its own perceptions. To begin with, the robot will understand imperative utterances, but other types of comprehension capabilities, as well as language generation, will be incrementally added.

NL-Soar implements a discourse recipe-based model (DRM) for dialogue comprehension and generation [33]. It learns the discourse recipes, which are generalizations of an agent’s discourse plans, as a side effect of dialogue planning. This way, plans can be used for comprehension and generation. If no recipe can be matched, the system resorts to dialogue plans. This allows both a top-down and bottom-up approach to dialogue modeling. It also supports elements of BDI/DME functionality such as maintaining a common ground with information about shared background knowledge and a conversational record. 

Problem definition
We select an important and flexible class of mobile robot applications as our example domain: the “shepherding” class. In this application, one or more mobile robots have the objective of moving one or more objects so that they are grouped according to a given constraint. An example from this domain is for a single mobile platform to push an object from its start position over intermediate terrain of undefined characteristics into an enclosure. Another example is for it to push a set of objects of various shapes and size all into the enclosure. A more complex example is to group objects so that only objects of a particular color are in the enclosure.

This class of tasks is attractive for two reasons. The first is that it includes the full range of problems for the robot to solve, from abstract task planning to real-time scheduling of motions, and including perception, navigation and grasping of objects. In addition, the robot must learn how to push one or more objects properly. This range of demands is ideal for our purposes, because it creates a situation in which complex hierarchies of features and constraints arise. Also, the tasks can be made dynamic by including objects that can move by themselves, e.g. balls or other robots.

The second reason is that we can embed lots of other problems in it. For example, we can create an isomorph of the Towers of Hanoi task by having three narrow enclosures and adding the constraint that no object can be in front of a shorter object (so that all objects are always visible). The three enclosures act as the three pegs in the Towers of Hanoi, and the constraint is isomorphic to the constraint that no disk can be on a smaller disk in the Towers of Hanoi. This creates a situation in which the robot can be presented with a Towers of Hanoi problem in a real setting with perceptual and navigational difficulties, rather than just as an abstract task.

Similarly, we can embed bin-packing problems here, by making them enclosure-packing problems. Also, we can embed sorting problems, and embed block-stacking problems. In this way, many existing puzzles and tasks can be embedded in a realistic setting and posed to the robot.

A Simple Example

This is an example of how a change in representation can make a problem easier to solve. 




The robot (gray) must move the three boxes from the leftmost column to the rightmost. It can push or lift one box at a time. A box can never be in front of a smaller box, as seen from the observer. The larger a box is, the taller also. The front area must be kept clear so the robot can move; there can be no boxes left in this area.

This task is isomorphic to the three-disk Towers of Hanoi puzzle. The enclosure can be made larger and more boxes to create larger versions of this task. There are many ways for the robot to represent the possible actions of the robot in this task. Let us examine three different formulations of the two-disk version of the task and then examine how they scale up to larger versions of the task.

Formulation F1: Let the nine states of the task be {(b, s), 0 < b, s < 4}, where b and s are the numbers of the columns the big and small boxes are in, respectively. Let the two actions be denoted X and Y, where X moves the small box right one column (wrapping around from column 3 to column 1), and Y moves the large box one column to the left (wrapping around from column 1 to column 3). X is always executable, but Y can be executed only in three states.

Formulation F2: Let the states be the same as F1, and let the six possible actions be:

X1 = move the front box from 1 to 2

Y1 = move the front box from 1 to 3

X2 = move the front box from 2 to 3

Y2 = move the front box from 2 to 1

X3 = move the front box from 3 to 1

Y3 = move the front box from 3 to 2

Each of these actions is executable in four states.

Formulation F3: Let the states be the same as F1, and let the two possible actions be denoted by X and Z. X is the same as in F1, and Z is a macro-action that moves both boxes column to the left, wrapping around as before.

Each of these formulations can be implemented in terms of every other. For example, Z in F3 is implemented as a disjunction of sequences of actions from F1: Z = {XXY, XYX, YXX} or from F2: Z = {X1Y1X2, X2Y2X3, X3Y3X1}. The three formulations given above differ in that the first indexes the moves according to the box moved, whereas the second indexes the moves by the column moved from (or to, for the inverse moves.) The third formulation eliminates subgoal interference, which is present in the first two formulations. One advantage of the first and third formulations is clear: they scale up to more boxes, because sequences of actions in F1 and F3 behave in the same way as new moves are added for the new boxes. However, the actions in the second formulation must be redefined as more boxes are added, so that learned behaviors in this formulation cannot possibly be reused. This theory does not scale up. 

The result is that analysis and synthesis of the two-box problem performed using the first or third formulation can be reused when larger problems are attempted, but analysis and synthesis from the second formulation must be discarded when larger problems are attempted. Furthermore, the properties of these two representations scale up to all of these problems, e.g., the family of representations based on F3 has no subgoal interference. The third representation is clearly the best for efficient planning in this domain.

The local symmetries of these formulations are formally examined in [11,14]. Space considerations prevent reproducing this analysis here. Informally, the local symmetries of each formulation determine how it can be used to create larger versions of the task. For example, let us consider formulation F1. In this case, three distinct copies of this formulation are created and “glued” together by sharing their local symmetries. This intersection of these three two-box tasks yields a set of relations for the three-box task. For example, consider moving the middle box one column to the right while putting the smaller box back where it started. When considering the middle box as the larger box in the task consisting of the smaller two boxes, this move is xyxxy (in the state when all boxes are in column), yxxyx (when the smallest box is to the right of the middle box), or xxyxxyxx. On the other hand, when considering this box as the smaller box in the task consisting of the larger two boxes, this move is x. This means that we add the relation xyxxy = yxxyx = xxyxxyxx to the formulation. Adding all such relations transforms F1 into F3, as is shown in detail in [11]. This reformulation makes the task easier to solve by removing all subgoal interference to produce independent controls.

This method of composing larger tasks from smaller ones guarantees that this decomposition generalizes to any such task with n boxes, so that by induction the properties of the two-box task determine the properties of all these tasks.

Summary: Status and Goals

Soar has been connected to Saphira (the robot’s C++-based control software), and successful subgoaling and autonomous learning of navigation has been demonstrated using the reformulation method of analyzing local symmetries and invariants. This work utilizes only the sonars and not the vision. An initial integration of RS with Soar is partly completed.

NL-Soar is a mature project dating back more than a decade. The current work involves integration with the speech-recognition software and speech production software of the robot, and is mostly complete. In addition, a more flexible discourse model for the robot is also partly completed.

One of the major goals of this project is to integrate visual understanding into this architecture. This portion of the project is just beginning.

Currently, we are giving the architecture the ability to predict the consequences of its actions by simulating itself and its environment. We are connecting the NeoEngine gaming software platform to Soar so that the robot can create virtual copies of the real environment and simulate its actions. 

Over the next year, our goals are to finish the integration of RS and Soar and test its effectiveness on simple shepherding tasks without vision or language, and to continue work on NL-Soar’s discourse model and begin to integrate it into the architecture. The long-range goals of this project are to integrate the vision and language components and demonstrate the use of cross-area pattern recognition by the agent.
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