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Abstract. The automatic detection of surveillance related events from video input is an important technology in CCTV security applications. Many current solutions to this problem are simply variations on frame differencing. These have proven to be difficult to configure and use effectively.

This paper presents an approach to this problem based on extraction and classification of the contents of each video frame using a PC equipped with a standard framegrabber. A background model is used to extract candidate surveillance objects from video input. Candidate objects are then classified into people, stationary objects, and other. The activity of objects classified as people is further categorized into a set of events such as person-entering, person-deposits-object, and so forth. 

The architecture of the Video Content Analyzer (VCA) module is presented and some example results shown. Current implementation status and future plans are discussed.

1 Introduction

One of the main functions of a security guard is typically to watch one or more CCTV monitors for suspicious events. The exact definition of “suspicious” is, of course, dependent on the facility being guarded. For an office building, it might include a person being in a location that should be empty. In a train station, it might be someone depositing an object and then leaving. In a parking lot, it might be a person going from parked car to parked car. Such events are usually quite rare; much of the guard’s time is actually spent watching innocuous behavior. This makes the task more difficult. Another aspect that makes it difficult is that there may be many cameras to supervise. For these reasons, software that can automate at least some aspects of this problem can be valuable in security applications. This paper presents the work of the Eye in the Sky Automated Surveillance (EITS) project (Philips Research USA) addressing the problem of automating surveillance monitoring. 

The remainder of this paper is laid out as follows. Section 2 presents a review of current approaches to this problem. Section 3 overviews the approach developed in the EITS project to constructing a Video Content Analyser (VCA) module for security applications. The first prototype of this module was demonstrated in July’99. Section 4 contains some example results from that first prototype. The implementation status and future plans are given in Section 5.

2 Previous Work

By far the most common approach to automating video surveillance is the video motion detector (VMD). Examples include the Philips LTC2210 motion detector. This functionality is now also available on-camera, such as the LG-Honeywell GC-415, and in PC software, such as WindowsVision( from Safe@Home([8]. At its most basic level, video motion detection consists of pixelwise subtraction of successive video frames from each other, summing the number of differences, and generating an alarm signal if the number is beyond a user selectable threshold.  Variations on this have been developed, including allowing a user to mask off image regions, specify minimum difference changes, or the spatial direction of changes. However, the basic problem remains that a VMD measures intensity changes between frames, while security guards want to monitor people and events. The gap between these two levels of video scene description means that the effective configuration of a typical VMD is a highly skilled art.

The ActionTracker( product from Primary Image [9] uses a slightly better approach. It constructs a model of the video scene and updates that model over time. Instead of subtracting successive frames, this VMD compares the pixel values of each frame to those predicted by its background model. Only if the values are significantly different to predicted values is this pixel considered to represent a real change in the scene. Since the model is continually updated, slow or discrete changes (e.g., lighting changes) and regular motion (e.g., curtains waving) are quickly learned and are thereafter not considered real changes to the image. Thus, this VMD needs less configuration and maintenance from a user, and it does measure something closer to what a security guard would consider as important events.

Nonetheless, this is still a measurement of change rather than a measurement of people and events. In cases where any intrusion is a cause for alarm such measurement is sufficient. However, there are many surveillance domains where change occurs frequently and innocuously. Examples include retail stores, parking lots, foyers, offices, city streets and so forth. In these cases, the security guard needs to be alerted if a specific event occurs and not otherwise. Examples of such event include a person depositing an object and then leaving, or a person remaining too long at a specific location. Sometimes the event can only be considered suspicious in retrospect. For example, if there is cash missing from a cash box, then any person who was close to the cash box in the time period in question is considered suspicious. This kind of problem can only be addressed by event-based indexing and retrieval of surveillance video.

Automating event recognition has been a subject of research for both DARPA (VSAM e.g.,[1, 2]) and Esprit (PASSWORDS, e.g.,[3]) programs, and there are significant prior efforts in the area. The general architecture (e.g.,[4]) of an object detection module, followed by an object tracking module, followed by an event classification module is prevalent. Most differ on the method of event classification: Hidden Markov [2], Bayesian Networks [5], Finite State Machines [4] and so forth. 

Our approach has  concentrated on getting the object identification and tracking phases correct, since event classification can only well if the input image data is good. These modules on their own may have product value; for example, the Primary Image product is essentially just these two modules.  In addition, our approach has been to use a standard PC and framegrabber to implement all software.

3 The VCA Module Architecture

The Video Content Analyzer module has five components (Fig. 1):

· Background Subtraction: Detect foreground regions (objects and people) based on a statistical model of the camera view when no objects or people are present.

· Object tracking: Track each foreground region despite occlusions or merging and splitting of regions.

· Event Reasoning: Determine which regions represent people and which represent stationary objects, and classify the behavior of people into a small set of surveillance related events classes.

· Graphical User Interface: Display video input and event diagnosis to the system operator.

· Indexing and Retrieval: Index the video stream as it is being stored with the event information, and retrieve video sequences based on event queries.

The first four of these components have been constructed in a preliminary version of the VCA module. The final component, indexing and retrieval, is currently under design and development.


[image: image1.wmf]Indexing &

Retrieval

Graphical

User

Interface

Objects

Classify Objects

Classify Events

Video

Background

Subtraction

Statistical

Background

Model

Background

Update

Foreground

Regions

Object

Tracking

Object ID

Tables


Figure 1: VCA System Architecture

Background Subtraction

The approach taken to identifying foreground regions is to:

1. Construct a model of the background scene by sampling the scene when no people or other relevant objects are present.

2. Compare new images of the scene to this background model and determine any discrepancies; these are considered foreground regions.

3. Update the background model as each new image is collected.
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Figure 2: Background Subtraction with moving background (top) and heavy rain (bottom). 

The left image is an original video frame, and the right image is the output of background subtraction for that video frame.

There are a number of algorithms based on this general approach. The VCA uses the statistical model developed by Elgammal [6] at the University of Maryland as it gives superior performance on cluttered and non-static images. This approach collects pixel values for every pixel in the image for a given sample interval (e.g. 50 frames). It then uses a non-parametric probability density function to capture the probability over the values a pixel can have. This non-parametric model gives better performance than a Normal model, or mixture of Normal models, on cluttered, non-static images, where a pixel might represent a leaf in one frame, a piece of sky in the next and a branch in the next. A foreground region is found by examining the pixel intensities in the video frame, and determining those locations whose intensity values have an associated background probability of less than a fixed global threshold. The can be selected to minimize false positives. The background is updated continuously through taking new sample values in such a way that the background model always contains N values taken from a time window of size W frames. In the current implementation, N=50, W=1000.

The background model allows for a mismatch between the location of pixels in successive images, i.e., pixel shift. For each pixel, a window around the previous position of the pixel is searched to determine the new location of the pixel. This stabilizes the image, countering for example, the results of a shaking camera.

Note that the foreground region generated by a person in the image will consist of both the person and his/her shadow. The last step in the background subtraction is to eliminate the shadow region. Shadows are patches of a background region in which the color value is the same, but the intensity is darker.
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Figure 3: Stabilization (left) and Shadow Elimination (right).

The left image is unprocessed background subtraction, and the right image the processed background subtraction.

Object Tracking

A finite state model is used to track the progress of each foreground region over time. Regions that persist, called blobs, are candidates for classification as people or objects, and must be tracked accurately. A classified blob is called a tracked object. 

A key problem associated with tracking multiple objects is determining for each new frame which objects seen in that frame correspond to objects seen in previous frames. This is complicated by the fact that objects seen separately in one frame, may have merged with each other (due to occlusion for example) in the next frame. Similarly, objects seen as one blob in one frame may be seen separately in the next frame. The first is referred to as blobs merging or joining, and the second as blobs splitting. Tracked object identity is preserved between splitting and merging events (i.e. when two people cross their object names are consistent before and after the cross). An average color value for the blob is used to enforce this constraint.

A tracked object can be in one of the following states

· Appearing: assigned to new objects.

· Initializing: object shows temporal persistance.

· Tracked: object is being tracked and is matched one to one with blobs. 

· Multiple: object is being tracked and is matched with more than one blob.

· Under Merge: object is merged with another object. 

· Dead: object is not matched any more.

The state transition function for object state is captured by the following table:

              To

From
Appearing
Initializing
Tracked
Multiple
Under Merge
Dead

Appearing
1-1 / 1-M 

& no conflict
t  > App_th 



0-match







Conflict

Initializing

1-1 / 1-M 

& No conflict
t  > Init_th


0-match & 

t > Dsp_th







Conflict

Tracked


1-1 
1-M 
conflict
0-match & 

t > Dsp_th

Multiple


1-1
1-M

0-match & 

t > Dsp_th

The condition 0-match means that the tracked object doesn’t match any blobs. 1-1 means it matches exactly 1 blob, whereas 1-M means it matches multiple blobs (and each of these blobs match only this object). Finally, Conflict means the tracked object matches one or more blobs and at least one of these blobs matches another object as well. 

There are several temporal threshold values: App_th is the minimum time a region must persist to be a blob; Init_th is the minimum time a blob persists before it is tracked; Dsp_th is the number of times a tracked object fails to match before being considered dead.
Event Reasoning

Classifying People from Objects

The main criterion for separating people from objects is that people move progressively, and objects don’t (unless moved by/with a person).  In other words, therefore,  regions associated with people will make progress from one spot in the image to another. 

As long as a region is within certain size limits, and makes progress with speeds within a certain bounds, then the region will be classified as a person. Any region within certain size limits that does not exhibit progressive motion will be classified as an object.

No attempt will be made to separate a group of people into its constituent elements at this point. So two people walking together for example should be classified as a person.

Classifying Events

The events recognized are:

1. Person/Object enters the scene. The point of entry can be anywhere in the image.

2. Person/Object leaves the scene.

3. Person/Object1 joins with Person/Object2. The two regions overlap each other. 

4. Person splits from Person. One region separates out from a second.

5. Person picks-up/deposits object. This is a split in which a person splits from an object. No attempt will be made yet to distinguish between picking up an object (leaving its occluded background now visible as a new object) and depositing an object.

Note that a cross-over of two people would be a join followed by a split. In this case, we want to be sure that the two people are uniquely identified before and after the cross-over.

Event recognition in this version of the VCA module is simplified to reporting on Object Tracking events as follows:

1. Enter event: reported when any tracked object enters the tracking state.

2. Leaves event: reported when any tracked object enters the dead state.

3. Splits event: reported when a tracked object maps to multiple blobs, and the blobs qualify as tracked objects and are classified as people.

4. Merges event: reported when multiple tracked objects map to a single blob.

5. Deposit/Pick-up event: reported when a tracked object maps to multiple blobs, and the blobs qualify as tracked objects and classified as person and stationary object.

Graphical User Interface

The GUI presents the object/event analysis of the image to the user on an on-going basis. This interface is purely a diagnostic aid. A VCA based product would be part of a software such as the Philips CSS Security  GUI or an embedded application.

The VCA GUI uses icons to represent objects and events extracted from the image, and uses bounding rectangles overlaid on the image to indicate the regions of interest. This approach was taken to allow an operator to quickly grasp the analysis. A more detailed written event summary can be obtained as well. The event icons are displayed in a GUI window as they are extracted from the video sequence. They are in the format

Icon Line ::=    <Person icon> <Object icon> <Action icon>   |



           <Person icon> <Action Icon>                          |



           <Person icon> <Action icon> <Person icon>  

4 Results

The following are examples of the results obtained when running the VCA module.

Scenario One. A person enters the field of view, deposits an object and leaves.

Figure 4 above shows the VCA GUI after the deposit event in the scenario. The live video window is top center of the GUI. The window underneath shows the tracked objects. Top right is a list of people and object seen to date. Underneath this is the list of events to date. The first line in this list shows the event Person1 Enters the scene (and refer to the tracked object window to see which is person 1). The second line shows the event Person1 deposits Object1. The final event will be a Person1 Leaves event.


[image: image6.wmf]
Figure 4: VCA GUI after Deposit event in Scenario One.

Scenario Two. One person enters the scene. Shortly afterwards a second person enters. Their paths cross and they walk to the opposite sides of the image, they turn and cross again and then leave.

Figure 5 below shows the VCA GUI after the first cross. The current events window shows the merge event followed by a split event, as the two people first overlap in the image and then split again. Person identity is preserved across the split and merge. That is, Person 1 entering the merge remains as Person1 leaving the merge.


[image: image7.wmf]
Figure 5: VCA GUI after first cross event in Scenario Two.

Both of these examples were run from stored video sequences. The VCA module also runs on live video images at between 5 and 10 hertz, depending on object complexity of the image.

5 Summary

This paper has presented an approach to the problem of the automated content analysis of security video. The approach is based on the extraction and classification of the contents of each video frame using a PC 

objects from video input. Candidate objects are then classified into people, stationary objects, and other. The activity of objects classified as people is further categorized into a set of events such as person-entering, person-deposits-object, and so forth.

The VCA module described in this paper was demonstrated in mid 1999. The extension of the functionality to Indexing and Retrieval is due for demonstration in Fall 1999. The following are the key avenues of future work:

· Extension of the Event Reasoning Module to handle more event types and to allow an installer to specify new event types of interest.

· Extension of the Object Classification module to perform a more sophisticated identification of people versus objects.

· Addition of an input multiplexor to allow the VCA module to supervise up to five video channels simultaneously.
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