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Abstract: 
This paper presents an overview of video surveillance activities at Philips Research USA, which serves as a research arm of Philips Communications, Security and Imaging, a global leader in the design and manufacture of advanced automatic security systems. We concentrate on two application domains: professional security market, with emphasis on retail monitoring, and a low-cost, automated residential security.

The main application for pan-tilt-zoom (PTZ) cameras is typically tracking of intruders throughout the facility. In addition, camera calibration is an important capability, because it allows geometric reasoning with respect to the floor plan as well as enhanced control of the camera.

Another major component of our work concerns video content analysis, the detection of security related objects and events from video. The system typically processes video in real-time and can provide immediate alarms to alert the security operator. Relevant information is also stored in a database so that it can be efficiently retrieved later.

The third and final topic discussed in the paper is a residential monitoring application, namely an intruder detection system. We describe detection of moving objects robust to changes in lighting and an object classification scheme based on radial-basis networks.
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1. Introduction

Automated surveillance and monitoring holds great promise, but also presents challenging problems that need to be solved. We first look at several monitoring tasks and briefly illustrate the requirements for automated systems suitable for such tasks.

In the professional domain, security operator’s tasks include active surveillance (e.g., tracking of suspicious individuals throughout the facility) as well as many time-consuming and mundane tasks (e.g., reviewing tapes from previous day to find out who stole a certain object). For active surveillance, the goal of the automated system is to simplify the operator’s tasks, while leaving the person in control. For example, automatic tracking can be started when the operator chooses a certain individual on the screen and the system will follow that person without further intervention. However, the operator should have the ability to override the tracker and change the camera settings at any time.

In traditional commercial video surveillance systems, several hours or days worth of video is captured on videotape. Operators must then play or fast-forward through these tapes to locate incidents of interest. Manually searching through video in this way is so tedious that surveillance equipment operators frequently avoid searching tapes unless absolutely necessary. More current systems allow operators to set alarms. The time that each alarm occurs is stored so that an operator can skip through the video to view scenes at which an alarm was triggered. This alarm-based method is an improvement over the manual search method, but it is still limited in that alarms usually must be defined before the video is captured, and the search is limited to those predefined, often binary alarms. Searching through video can be cumbersome if these alarms are too simplistic, or if there are too many false alarms.  To solve these problems, our system detects a whole range of events and a semantic indexing and retrieval process is used.

In the residential environment, low-cost is one of the most important factors. This may introduce extra constraints, such as grayscale cameras and a limited amount of computational power. Residential systems also run with no supervision and robustness to environmental changes is very important.

The rest of the paper is organized as follows: Sections 2 and 3 describe camera calibration and automated tracking using PTZ cameras. In Section 4 we discuss detection of events and objects and in Section 5 we describe our indexing and retrieval system. Section 6 describes a video motion detector suitable for the residential environment and finally, Section 7 talks about our classification technique based on radial-basis networks.

2. PTZ camera calibration

Pan-tilt-zoom (stationary, but rotating and zooming) cameras are often used in surveillance applications. The main advantage of a PTZ camera is that one camera can be used for the surveillance of a large area, yet it can also be used to closely look at the points of interest.

As the layout of the surveillance areas is prone to changes, the installer often wants to move a camera from one position to another. In this case, it is important to have a simple procedure to determine accurate camera position and orientation in reference to the surveillance area. The knowledge of camera position and orientation is crucial for geometric reasoning. This, in turn, enables some useful functionality, such as automatically pointing the camera to a certain location, by clicking on its position on the area map, or displaying the current field of view of the camera.

Knowledge of internal camera calibration parameters is also important for a variety of useful tasks, including tracking with a rotating camera, obtaining metric measurements, knowing how much to zoom to achieve a desired view, etc. Again, it is of utmost importance to develop a simple procedure that will enable the installer with little or no technical training to perform calibration of all the cameras covering the surveillance area, or even better, to develop a method that will perform calibration entirely automatically.

In following that goal, we developed a novel procedure for external and internal self-calibration of a PTZ camera. The algorithm assumes that the camera principal point and the center of rotation of the pan and tilt units coincide. The distance between these two points is usually small and therefore this assumption can be made. We also assume that the skew factor is zero, and that the principal point does not move while the camera is zooming. Finally, it is assumed that the maximum zoom-out factor s of the camera is known. 

To determine camera internal calibration, all the user needs to do is to point the camera to a texture rich area in the room. The camera then zooms in and out completely and we acquire two images I1 and I2. The principal point is then determined by scaling down for factor s image I1 and finding the best match for so obtained template in the image I2. Once the camera principal point is determined, focal length at a particular zoom setting is estimated by taking two images at fixed pan and different tilt settings and finding the displacement d of the principal point. Focal length is then calculated as:


[image: image1.wmf]a

tan

d

f

-

=

 ,

where α denotes a difference in the tilt angle. Once the camera focal length is known, we compute the mapping between zoom settings and focal length, by fitting the inverse of focal length (lens power) to the second order polynomial in zoom ticks. It can be shown that this fitting not only has desirable numerical properties (i.e., stability), but also yields linear solution. 

The external calibration module assumes known camera height and allows the installer to determine camera position and orientation in the following manner:

1. The user points the camera at several points in the area and clicks on their respective position on the area map shown in the GUI in Figure 1.

2. Each time the user clicks on a point in the map, the system acquires current camera position and location on the map camera is pointing to.

3. The algorithm then computes camera position and orientation using data acquired at step 2.
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Figure 1. GUI used for CCTV surveillance. The operator can insert a camera at any position on the map and compute its position, orientation, and internal calibration using a simple user-friendly procedure

3. Intruder detection and tracking with a PTZ camera

To simplify the ease of use of Philips security equipment, we developed a software module that provides automated control of a PTZ camera to follow a person and keep his/her image centered in the camera view. Instead of manually following an intruder with the system joystick, the security operator simply needs to identify the subject and the system will track that person, leaving the operator free to closely observe the behavior of the subject.

The first step in the tracking process is target selection. In the current implementation, the operator selects the target manually, by placing a rectangle on torso (required) and the head and part of trousers (optional) of the person being tracked. The rectangle placed on the person is referred to as the Target Rectangle (TR), and we track the person by tracking its TR. 

Once the TR is selected, the parameters of its color model are found by using its color histogram. In particular, we use hue and saturation model. However, since these parameters are unstable for colors close to gray, we model gray separately and represent the TR by its combined color/gray histogram.

We then use motion detection to find moving areas in the image, and use color matching to find the motion area that corresponds to the TR. Since histogram matching can be a costly procedure, we have developed a procedure for recursive and fast histogram matching.

Once the TR is identified, we issue velocity commands so that camera moves towards the TR and acquire the next image. In order to perform independent motion detection, we have to identify the global motion (due to camera movement) and then align images before and after camera motion. We have found that using camera feedback about its position usually does not result in reliable alignment. We have developed a procedure for feature based image alignment which does not require any information on camera calibration and camera motion.

4. Video Content Analysis

Automatic detection of surveillance related objects and events in video is an important technology in CCTV applications. Here we briefly describe our Video Content Analysis system. The system processes video in real-time, extracts relevant object and event information and indexes this information into a database. It can also issue alarms to alert the operator. Separate retrieval software can be used to search for specific data in the database and to quickly review associated video content.

We assume a stationary camera and use a background subtraction technique, where for each pixel the system maintains a non-parametric statistical model. We chose such a model instead of [1], because it is well suited for modeling of complicated scenes with cluttered (and possibly moving) background.

Each video frame is compared with the background model and pixels that do not fit the model are marked as foreground. Such pixels are further grouped into connected components and then tracked as they move through the video (see Figure 2). Multiple objects can be tracked simultaneously and the module handles object merging and splitting. The module also maintains a color model for each object. When object merge and later split, the correct tracking labels are re-assigned based on the color models.
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Figure 2. People and objects extracted from video.

For each object, we store information about its trajectory and a list of events the object was involved in. Simple events are based on appearance and disappearance of foreground regions, for example enter/leave and merge/split. A separate event-reasoning module generates more complicated events derived from the simple event stream, based on user provided rules. The rules can specify a sequence of events, an absence of an event, length of time intervals, etc. Hierarchies of events can be constructed, because the generated complex events are fed back into the event-reasoning module. The current system is similar to that in [2].

5. Indexing and retrieval

As described earlier, objects and events are identified while the video is being captured. Information related to these objects and events (e.g. time, location, size, color, etc.) are stored in a database. In addition, inter-object relations are indexed for events that involve multiple objects. This information can be retrieved at any time by performing a database query. The retrieval engine is linked with the video storage system, so video scenes can be easily and quickly viewed for any query. 

By separating the indexing and retrieval process, an operator can perform queries for events that were not predefined when the video was captured. For example, the system can retrieve all instances in which a person took a specific object that was not identified earlier. Another system that uses semantic scene analysis to detect abandoned objects is described in [3]. Since we are also keeping track of the merging and splitting of moving objects, the operator can perform advanced queries such as showing all the people that an identified pickpocket interacted with. Another query can be to show scenes in which two or more employees are standing in a group without a customer, based upon their clothing color.

Since the total history of every object is stored in the database, we can perform a query to determine everything that a specific person did while in view of the camera. In addition to jumping to the video location in which that person entered the scene, a summary picture and list can be retrieved as shown in Figure 3. The retrieval results show the trajectory of the person through the scene, along with a list of every person or object that the person interacted with while in the scene. 
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Figure 3. Retrieval results showing a person's activities: The trajectory and the list of events that involved this person

Since objects and events are primarily defined in software, it is easy to add new items to index, even after the system has been deployed. For example, if we later develop an event indicating that a person hid an object in their clothing, the system could retrieve instances in which people take objects from shelves, hide the objects under their clothing, and leave the premises without placing those objects on a cashier’s counter. This kind of system is limited only by the size of the database and the imagination of the person performing the queries.

6. Residential intruder detection

In the home, requirements for a surveillance system are quite different from the professional domain. One of the biggest challenges for such a system is elimination of false alarms caused by irrelevant changes in the environment, especially lighting changes. Changes in lighting and shadows most often change the intensity of the pixel, but do not change its color. Thus color components could be used (such as U, V components of the YUV space) in the background model, leading to a system insensitive to many lighting changes. 

In this section, we describe our approach to handling lighting changes for low-cost, grayscale cameras, where the color components are not available. The detection of moving objects proceeds in two steps. First, a background subtraction technique is used to detect pixels that differ from the background model. Then we apply additional filters to classify such pixels into real objects or lighting changes. For example, it is possible to separate a person from his or her shadow (Figure 4A). Moreover, a flashing light directed, for example, at the sofa in the living room will produce a moving bright spot that is considered by most of the available surveillance system as a moving object. With the current system, this moving light is detected as a lighting change (Figure 4B). 
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Figure 4. (A) Detected person (black pixels) and his/her shadow (gray pixels). (B) Correctly classified light changes (gray) caused by a lamp shining on a sofa.

In addition to the non-parametric background model, the system maintains a reference image (for example, containing the mean or median value among the background model samples). For each detected pixel, we consider a small (3x3 or 5x5 pixel) neighborhood around that pixel and compare the gray-level structure with the corresponding region in the reference image. The comparison uses several filters, such as the normalized cross-correlation. When the gray-level structures of the input image and the reference image are similar, the pixel is marked as caused by lighting changes.

After all the filters are applied, the remaining foreground pixels can be grouped into objects. As described in the next section, the detected objects are further classified into people and animals, so that the system can suppress alarms caused by pets.

7. Object classification

In this section, we describe a classification module trained to distinguish between people, pets, and other objects. We extract horizontal and vertical gradient features from the input intensity image by first smoothing the input image to reduce the effects of noise and then applying a derivative operator over the entire image (as illustrated in Figure 5). 
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Figure 5. Left column: sample person and dog images. Middle column: horizontal gradients. Right column: vertical gradients

Since we would like to be able to classify objects under various poses and illumination conditions, it would be non-trivial if not impossible to model the entire space that the instances of a certain object class occupy given the fact that instances of the same class may look very different from each other (e.g. people wearing different clothes). Instead, we need to identify and model features that do not change much under these different scenarios.  The gradient is one such feature since it reduces the dimension of the object space drastically by only capturing the shape information.

Next, the extracted gradients are used to train a Radial Basis Function (RBF) classifier. An RBF classifier has architecture very similar to that of a traditional three-layer back-propagation network [4]. Connections between the input and middle layers have unit weights and, as a result, do not have to be trained. Nodes in the middle layer, called BF nodes, produce a localized response to the input using Gaussian kernels.  The basis functions (BF) used are Gaussians and each hidden unit can be viewed as a localized receptive field (RF). The hidden layer is trained using k-means clustering.

The RBF input consists of n normalized gradient images fed to the network as 1D vectors. The hidden layer yields the equivalent of a functional shape base, where each cluster node encodes some common characteristics across the shape space. The output (supervised) layer maps shape encodings ('expansions') along such a space to their corresponding class and finds the corresponding expansion ('weight') coefficients using pseudoinverse techniques. As an example, the output layer for the classification task would consist of nine nodes corresponding to nine classes. These classes include four corresponding to the different orientations of the person, one for groups of people, one for noise and the remaining three for different orientations of pets, in our case dogs.

Experiments were conducted by first training the RBF classifier on three sequences. Of the three sequences, one contained only the pet by itself, the second contained a single person walking in the first half and with other people in the second half of the sequence. Finally, the third sequence consisted of both the pet and human being present. A total of 750 objects corresponding to 9 classes were used for training. Preliminary experiments were conducted by testing on 7 sequences not used during training. The system showed an overall classification performance of 93.5 %.

8. Conclusions

The techniques presented in this overview provide new tools that efficiently assist the user in performing surveillance tasks and also augment the capabilities of current systems. Assistance is provided by simplifying or automating some of the tasks, such as camera calibration or PTZ tracking. Traditional video recorders can be significantly enhanced by indexing the video content and providing the means to efficiently retrieve relevant video segments. In addition to the professional security market, we are also developing tools that address the low-end market as shown for the case of residential security. 
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